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ABSTRACT

Text-to-SQL, the task of translating natural language questions into
SQL queries, plays a crucial role in enabling non-experts to inter-
act with databases. While recent advancements in large language
models (LLMs) have significantly enhanced text-to-SQL perfor-
mance, existing approaches face notable limitations in real-world
text-to-SQL applications. Prompting-based methods often depend
on closed-source LLMs, which are expensive, raise privacy con-
cerns, and lack customization. Fine-tuning-based methods, on the
other hand, suffer from poor generalizability due to the limited
coverage of publicly available training data. To overcome these chal-
lenges, we propose a novel and scalable text-to-SQL data synthesis
framework for automatically synthesizing large-scale, high-quality,
and diverse datasets without extensive human intervention. Using
this framework, we introduce SynSQL-2.5M, the first million-scale
text-to-SQL dataset, containing 2.5 million samples spanning over
16,000 synthetic databases. Each sample includes a database, SQL
query, natural language question, and chain-of-thought (CoT) solu-
tion. Leveraging SynSQL-2.5M, we develop OmniSQL, a powerful
open-source text-to-SQL model available in three sizes: 7B, 14B,
and 32B. Extensive evaluations across nine datasets demonstrate
that OmniSQL achieves state-of-the-art performance, matching or
surpassing leading closed-source and open-source LLMs, including
GPT-4o and DeepSeek-V3, despite its smaller size. We release all
code, datasets, and models to support further research.
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1 INTRODUCTION

Text-to-SQL translates natural language (NL) questions into exe-
cutable SQL queries, enabling non-experts to interact with databases
effectively [1, 40, 47]. This capability supports a wide range of data-
centric applications and has garnered significant research interest
from both natural language processing (NLP) and database commu-
nities [18, 21, 24, 42–44, 59].
State-of-the-Art: Strengths and Limitations. Recent advance-
ments in large language models (LLMs) have driven significant
progress in the text-to-SQL field. State-of-the-art (SOTA) solu-
tions [22, 58] often employ multi-agent collaborative frameworks,
where specialized agents tackle distinct sub-tasks such as schema
linking, text-to-SQL generation, SQL refinement, and SQL selection.
Among these, text-to-SQL generation remains the core component.
Current approaches to this component mainly rely on LLMs and
can be broadly categorized into two paradigms: prompting-based
and fine-tuning-based.

Prompting-based methods leverage powerful LLMs through care-
fully crafted prompts, often relying on closed-source models ac-
cessed via APIs. In contrast, fine-tuning-based methods focus on
training LLMs on existing text-to-SQL datasets, such as Spider [87]
and BIRD [45], to adapt them for the task. While both approaches
have demonstrated impressive benchmark performance, they face
notable limitations in real-world applications. Prompting-based
methods suffer from challenges such as high usage costs, data pri-
vacy concerns, and limited control over model behavior due to
their reliance on calling APIs. On the other hand, fine-tuning-based
methods often struggle with generalizability to complex problems
or domain-specific databases, as publicly available datasets provide
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limited coverage of real-world scenarios. For instance, experiments
reveal that Qwen2.5-Coder-7B-Instruct [30], fine-tuned on the train-
ing sets of Spider and BIRD, performs well on their development
sets (which share the similar distribution as the training data) but
achieves only 43.8% and 31.4% execution accuracy on out-of-domain
datasets, ScienceBenchmark [88] and EHRSQL [38], respectively. In
comparison, zero-shot prompting GPT-4-Turbo [54] achieves signif-
icantly higher execution accuracy of 59.2% and 43.1%, highlighting
the limited generalizability of current fine-tuning approaches.

To address these limitations, enhancing the text-to-SQL capabili-
ties of open-source LLMs through large-scale, diverse, high-quality
training data presents a promising direction. Such efforts could
improve both the performance and generalizability of open-source
models. Moreover, open-source models can be deployed locally,
making text-to-SQL systems more cost-effective, data-secure, and
adaptable to modifications, thereby overcoming the challenges as-
sociated with closed-source LLMs. However, acquiring large-scale
data through human annotation is often infeasible. To mitigate this,
several early data augmentation methods [28, 76, 80, 83] have been
proposed to expand existing text-to-SQL datasets. Unfortunately,
most of these methods focus on generating data samples that conform
to the distribution of existing datasets, resulting in limited diversity,
quality, and scalability. Additionally, many approaches require exten-
sive human effort to define complex templates or grammars, further
constraining their practicality.
Our Proposal. To overcome these limitations, we propose a novel
text-to-SQL data synthesis framework that distinguishes itself from
existing data augmentation methods by offering the following key
advantages: (1) Automatic: The entire synthesis process requires
minimal to no human intervention. (2) Scalable: The framework
can generate a large scale of diverse, high-quality data samples, en-
suring coverage across a wide range of domains. (3) Realistic: The
synthesized data aligns with real-world user needs and scenarios.
Challenges and Solutions. Designing an automatic, scalable, and
realistic data synthesis framework is a non-trivial task. The pri-
mary challenge lies in ensuring automation and scalability while
maintaining the quality and diversity of the generated data. To
address this, we introduce a progressive pipeline that decouples
the synthesis process into several simpler, manageable steps. Each
step is automated using LLMs, minimizing human intervention. (1)
The pipeline begins by leveraging web tables to synthesize realistic
databases. Specifically, given a web table, the LLM is prompted to
infer a plausible database business scenario associated with the
table and generate a corresponding database. This synthetic data-
base includes multiple relational tables with primary and foreign
key relationships. Each relational table contains metadata such as
the table name, description, column names, data types, column de-
scriptions, and two example data rows. With millions of web tables
available online [17], this approach ensures scalability across a wide
range of domains. (2) Next, we generate meaningful SQL queries
based on the synthesized databases by providing the LLM with
the database information. (3) Then, we employ a back-translation
technique to convert these SQL queries into semantically equiva-
lent natural language questions. This technique, widely adopted in
prior studies [4, 25, 28, 76, 80, 88, 91], could guarantee the quality of
the synthetic <question, SQL query> pairs because converting SQL
queries into natural language is inherently more accurate and less

ambiguous than the reverse. (4) Finally, to bridge the gap between
questions and SQL queries, we draw inspiration from chain-of-
thought (CoT) reasoning [35, 78]. For each synthetic text-to-SQL
data, we generate a step-by-step CoT solution that details the in-
termediate reasoning steps required to construct the SQL query
from the question and the database. This not only enhances the
interpretability of the synthetic data but also provides high-quality
training signals for text-to-SQL models.

The second challenge is ensuring that the synthetic data aligns
with real-world user needs and scenarios. A robust text-to-SQL
model must accommodate a wide range of SQL queries, from simple
to highly complex, reflecting both basic data retrieval and advanced
data analysis requirements. To meet this demand, we define four
levels of SQL complexity: simple, moderate, complex, and highly
complex. During the SQL synthesis process, we select a complexity
level and instruct the LLM to generate SQL queries that correspond
to that level. Moreover, real-world users often express their ques-
tions in diverse linguistic styles, ranging from formal and explicit
to vague and metaphorical. To address this variability, we identify
nine common natural language styles: formal, colloquial, impera-
tive, interrogative, descriptive, concise, vague, metaphorical, and
conversational.When translating SQL queries into natural language
questions, we adopt a specific style and guide the LLM to generate
questions consistent with that style. This approach ensures that
the synthetic data can accurately capture the various ways users
might express their questions in real-world scenarios.
Validation. To validate the effectiveness of our proposed frame-
work, we introduce SynSQL-2.5M, the first million-scale text-to-
SQL dataset. Specifically, SynSQL-2.5M contains 2,544,390 text-
to-SQL data samples, each represented as a quadruple of <data-
base, question, SQL query, CoT solution>, spanning 16,583 distinct
synthetic databases. Extensive statistics reveal that SynSQL-2.5M
demonstrates high diversity and complexity compared to existing
text-to-SQL datasets. We further evaluate its quality across four
dimensions: database, question, SQL query, and data sample. When
compared to the widely adopted human-labeled dataset BIRD [45],
SynSQL-2.5M outperforms in nearly all criteria, underscoring the
reliability and effectiveness of our data synthesis pipeline.

Building on SynSQL-2.5M, we develop OmniSQL, a powerful
open-source text-to-SQL model available in three scales: 7B, 14B,
and 32B.We evaluateOmniSQL across nine datasets, including three
standard datasets (Spider development and test sets [87] and BIRD
development set [45]), three domain-specific datasets (Spider2.0-
SQLite [39], ScienceBenchmark [88], and EHRSQL [38]), and three
robustness datasets (Spider-DK [20], Spider-Syn [19], and Spider-
Realistic [12]). The results indicate that OmniSQL achieves state-
of-the-art average performance across these datasets, matching or
outperforming leading open-source LLMs (e.g., DeepSeek-V3 [10]
and Qwen2.5-72B-Instruct [81]) and advanced closed-sourcemodels
(e.g., GPT-4-Turbo [54] and GPT-4o [56]), despite its smaller model
size. Our contributions are summarized as follows:

• Data Synthesis Framework. We propose an automatic and
scalable framework for text-to-SQL data synthesis, addressing
the generation of realistic databases, complexity-aware SQL
queries, stylized natural language questions, and reliable chain-
of-thought solutions.



• Synthetic Dataset and Fine-tuned Multi-scale Model.We in-
troduce SynSQL-2.5M, the first million-scale text-to-SQL dataset
including 2,544,390 diverse and high-quality data samples. Using
SynSQL-2.5M, we fine-tune OmniSQL, a new text-to-SQL model
available in three scales: 7B, 14B, and 32B.

• New SOTA Text-to-SQL Performance. Extensive experiments
demonstrate that OmniSQL achieves new state-of-the-art perfor-
mance in text-to-SQL tasks, surpassing leading open-source and
closed-source LLMs with significantly fewer parameters, high-
lighting the effectiveness of our data synthesis framework. We
have open-sourced our code, datasets, and models on GitHub1
to facilitate further research in text-to-SQL.

2 RELATED WORK

2.1 Text-to-SQL

In the field of text-to-SQL, early studies typically employ an explicit
encoder-decoder architecture. The encoder encodes the database
schema and the question, while the decoder generates the cor-
responding SQL query based on the encoded information. Some
studies enhance encoders by incorporating graph relation informa-
tion [6, 7, 44, 75] or by leveraging pre-training techniques [12, 84,
85]. Other approaches focus on improving decoders by introducing
grammar constraints, which help reduce syntax errors in generated
SQL queries and thus improve the model’s accuracy [69, 77].

With the rapid advancement of sequence-to-sequence (seq2seq)
models, the text-to-SQL task has been transferred to a seq2seq
modeling task. Many studies have focused on fine-tuning T5 [62]
for this purpose [42, 44, 60, 63, 69]. Recently, the emergence of large
language models (LLMs) such as GPT-4 [53, 56] and Gemini [2, 66]
has once again transformed the text-to-SQL domain. By leveraging
these powerful LLMs, researchers can decompose the complex text-
to-SQL task into simpler sub-tasks, including schema linking, text-
to-SQL generation, SQL refinement, and SQL selection [21, 22, 58, 59,
74]. Each sub-task can be managed by an LLM-based agent using
prompt engineering or fine-tuning techniques. Unlike previous
studies that design complex multi-agent frameworks, this paper
focuses on improving the core capability of these frameworks—text-
to-SQL generation—using large-scale synthetic data.

2.2 Data Augmentation for Text-to-SQL

To address the limited coverage of publicly available datasets, nu-
merous studies have proposed data augmentation methods to gen-
erate additional training data (i.e., <question, SQL query> pairs) that
alignwith the distribution of existing datasets. Many approaches [25,
34, 43, 76, 80, 88, 91] employ a “SQL-to-question” pipeline, where
SQL templates or grammars are used to generate SQL queries,
which are then translated into natural language questions using
neural network models. This approach ensures high-quality syn-
thetic <question, SQL> pairs, as converting SQL to natural lan-
guage is generally easier due to the flexibility of natural language.
In these methods, SQL templates are often extracted from existing
datasets [25, 28, 43, 91], while abstract syntax tree grammars typ-
ically require expert design [76, 80, 88]. However, SQL templates

1https://github.com/RUCKBReasoning/OmniSQL

limit diversity, and grammar-based methods are labor-intensive,
making both of them difficult to scale.

Alternatively, some studies adopt a “question-to-SQL” pipeline,
where questions are first generated and then translated into SQL
queries using off-the-shelf text-to-SQL models [83]. However, in-
accuracies in used text-to-SQL models often result in noisy data.
Other methods use question-to-SQL template pairs, either manu-
ally crafted or extracted from datasets, to generate new samples by
filling slot mappings [79, 85, 86]. While effective, these approaches
suffer from limited diversity and unnatural question generation.

The most closely related work is Sense [82], which employs
GPT-4 to directly synthesize new data samples through carefully
designed prompts. Specifically, Sense instructs GPT-4 to first gener-
ate a database, then formulate a question based on that database,
and finally produce the corresponding SQL query for the question.
However, Sense’s reliance on expensive GPT-4 limits its scalabil-
ity and cost-effectiveness. In contrast, our framework decouples
the synthesis process into simpler, more controllable steps, en-
abling the use of less powerful yet open-source LLMs. As a result,
our approach is highly cost-effective, particularly when scaling to
million-level or larger synthesis requirements. Additionally, Sense’s
“question-to-SQL” design risks generating incorrect SQL queries for
the previously synthesized questions, whereas our adopted “SQL-
to-question” strategy ensures higher-quality synthetic data. Beyond
these advantages, our method also synthesizes CoT solutions, fur-
ther enhancing the interpretability of the generated data.

3 DATA SYNTHESIS FRAMEWORK

3.1 Overview

As illustrated in Figure 1, our data synthesis framework adopts a
progressive pipeline comprising four key steps: web table-driven
database synthesis, complexity-aware SQL query generation, styl-
ized natural language question synthesis, and chain-of-thought so-
lution synthesis. Each step leverages large language models (LLMs)
in conjunction with automated pre-processing and post-processing
strategies to ensure high-quality and diverse outputs, significantly
reducing the reliance on extensive human intervention.

The process begins with web tables, which are abundant on web-
sites and store structural data spanning a wide range of real-world
domains. Using these tables, we synthesize databases that emulate
realistic business scenarios. Next, based on synthetic databases,
we generate SQL queries of varying complexity levels and back-
translate them into natural language (NL) questions with diverse
language styles. Finally, for each synthetic <database, question, SQL
query> triplet, we produce a chain-of-thought (CoT) solution that
outlines the step-by-step reasoning process used to derive the SQL
query from the natural language question.

3.2 Web Table-Driven Database Synthesis

Developing robust text-to-SQL models requires fine-tuning on
diverse databases. However, real-world databases are scarce on
the internet because enterprise databases often contain sensitive
information. Despite this, we observe that tabular data is abun-
dant [5, 17, 31] and also reflects real-world scenarios for structured
data storage. This wealth of tabular data presents a unique oppor-
tunity to address the aforementioned challenges. Leveraging this,

https://github.com/RUCKBReasoning/OmniSQL
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highly complex—and instruct the LLM to generate SQL queries that
align with a specified level. Additionally, we provide the LLM with
advanced SQL functions and sampled database values to ensure the
generated queries are meaningful and realistic. Furthermore, since
many real-world natural language questions seek specific items
(e.g., a statistical number or a person’s name), the corresponding
SQL queries often return a limited number of columns. To reflect
this, we impose a constraint on the number of returned columns
during SQL query synthesis. Specifically, the prompt for SQL query
synthesis includes the following components:
• Task Instruction: Directs the LLM to generate meaningful SQL

queries that meet real-world data analysis needs.
• Database Schema: Includes the CREATE TABLE statements for

all relational tables in the given database.
• Advanced SQL Functions: Randomly samples a few advanced

SQL functions supported by the database engine, allowing the
LLM to incorporate these functions in its queries when appropri-
ate3. Each SQL function is presented with its name and a detailed
description to help the LLM properly use it.

• Database Values: Randomly samples a few columns along with
their stored values to assist the LLM in generating meaningful
and contextually relevant predicates.

• SQL Complexity: Randomly samples a complexity level from
[“Simple”, “Moderate”, “Complex”, “Highly complex”]. Each level
is defined by specific criteria along with an example SQL query.

• ColumnSelectionConstraint: Specifies the number of columns
the synthetic SQL query must select. This value is sampled from a
geometric distribution with a success probability of 𝑝 = 0.6. This
distribution is chosen because it naturally biases the sampling
toward smaller numbers, reflecting the common text-to-SQL sce-
nario where SQL queries typically select a few columns.
In the post-processing stage, we apply several quality control

measures. First, we filter out non-SELECT queries using pre-defined
rules and execute the remaining queries on the synthetic databases
to eliminate those with syntax errors or that result in timeouts.
Then, to ensure diversity, we extract SQL templates4 and retain
only one query per template. For example, if the LLM generates
“SELECT name FROM school WHERE age > 18” and “SELECT name
FROM school WHERE age > 55”, which share the same template,
only one of these queries is retained in the final dataset.

3.4 Stylized NL Question Synthesis

After synthesizing SQL queries, the next step is to translate them
into semantically equivalent natural language (NL) questions. Ex-
isting studies have primarily focused on ensuring the semantic
accuracy of synthetic questions by introducing various novel tech-
niques, such as hierarchical generation [80], intermediate repre-
sentations [28], and pointer-decoder networks [91]. In this work,
we argue that linguistic diversity is equally critical for develop-
ing robust text-to-SQL models, as real-world users express their
questions in a wide range of styles. This is further supported by

3This paper focuses on the SQLite engine, as many text-to-SQL benchmarks are based
on it. The functions supported by SQLite, including names and descriptions, can be
found in the official documentation: https://www.sqlite.org/lang_corefunc.html.
4Templates are extracted by masking only the values in SQL queries. For example,
given the SQL query “SELECT name FROM school WHERE age > 18”, its template is
“SELECT name FROM school WHERE age > [MASK]”.

recent robustness benchmarks [8, 12, 19], which reveal that many
text-to-SQL models struggle with linguistic perturbations, such
as synonym substitution or sentence paraphrasing. Therefore, we
advocate for a dual focus on both semantic accuracy and linguistic
diversity during question synthesis.

To enhance linguistic diversity, we define nine language styles
commonly observed in real-world user questions: formal, colloquial,
imperative, interrogative, descriptive, concise, vague, metaphorical,
and conversational. The first six styles (formal, colloquial, impera-
tive, interrogative, descriptive, and concise) reflect scenarios where
users express their intentions clearly but with variations in tone. In
contrast, the vague and metaphorical styles represent cases where
users employ ambiguous vocabulary or figurative language, of-
ten requiring external knowledge for interpretation. Finally, the
conversational style simulates multi-turn dialogues, where users
iteratively clarify their intentions. This style is particularly relevant
in real-world applications, as users may not always express their
needs directly, necessitating follow-up questions from the model.
Examples illustrating these language styles can be found in our
open-source GitHub repository5.

We note that DBPal [79] also considers linguistic diversity during
its question synthesis process. However, it relies on an off-the-shelf
paraphrasing database [57] to replace synonyms in existing ques-
tions, which limits its ability to cover the full range of styles com-
monly used by users. Moreover, this simple synonym replacement
mechanism may result in unnatural questions, further highlighting
the need for a more robust approach to achieve linguistic diversity.

Specifically, the prompt for synthesizing natural language ques-
tions consists of the following components:
• Task Instruction: Directs the LLM to first generate an expla-

nation of the provided SQL query and then translate it into a
natural language question.

• SQL Query: The SQL query to be translated.
• SQL-related Column Information: Includes the names and de-

scriptions of columns referenced in the SQL query. This aids the
LLM in generating semantically accurate questions, particularly
when column names are ambiguous, abbreviated, or coded.

• Desired Language Style: A randomly sampled style from the
nine predefined styles, each accompanied by a description and
an example question. For the formal, colloquial, imperative, in-
terrogative, descriptive, and concise styles, the LLM generates
stylized questions directly. For the vague and metaphorical styles,
the LLM additionally provides the external knowledge underly-
ing the question. For the conversational style, the LLM generates
a multi-turn dialogue between <User> and <Assistant>.
For each synthetic SQL query, we generate multiple candidate

questions using the LLM. To select the most semantically accurate
question, we introduce a semantic consistency selector module,
inspired by [68, 88]. Specifically, we utilize Sentence Transform-
ers [67] to embed the candidate questions into vector representa-
tions6. For each candidate question, we compute its average cosine
similarity with all other candidates. The question with the highest

5https://github.com/RUCKBReasoning/OmniSQL/blob/main/assets/example_
questions.png
6We use the “all-mpnet-base-v2” model for sentence embedding due to its superior
embedding quality. Further details are available at https://sbert.net/docs/sentence_
transformer/pretrained_models.html.
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average similarity is selected, as it lies closest to the semantic center
of the candidate set. By combining the pre-defined language styles
with the semantic consistency selector, we enhance both the lin-
guistic diversity and semantic accuracy of the synthetic questions.

3.5 Chain-of-Thought Solution Synthesis

Chain-of-thought (CoT) reasoning has demonstrated remarkable
success across various challenging tasks [35, 78]. By decomposing
complex problems into smaller, manageable steps, this approach
enables LLMs to tackle intricate tasks more effectively, improving
both accuracy and interpretability. Building on this, we augment the
synthetic <database, question, SQL query> triplets by generating
CoT solutions that explicitly outline the reasoning process behind
constructing the SQL query from the question. The prompt for
synthesizing CoT solutions consists of the following components:
• Task Instruction: Directs the LLM to generate a step-by-step

CoT solution using the provided information.
• Database Schema: Includes the CREATE TABLE statements for

all relational tables in the database.
• NL Question and SQL Query Pair: The natural language ques-

tion and its corresponding SQL query.
A typical CoT solution begins by analyzing the question to iden-

tify the key information required. It then determines the relevant
tables, columns, and filtering criteria needed to retrieve the desired
data. Finally, it constructs the SQL query step by step, incorporating
necessary joins, filters, aggregations, groupings, and other opera-
tors, culminating in the complete SQL query as the final answer.

Interestingly, in our preliminary experiments, we observe that
the SQL queries generated by the synthetic CoT sometimes differ
from the original ones. Upon closer examination, we find that CoT-
generated SQL queries often better align with the questions com-
pared to the original SQL queries. This improvement arises because
the original <database, question, SQL query> triplets occasionally
contain minor issues, such as unnecessary column selections, and
incorrect join paths. The CoT synthesis process allows the LLM to
identify and correct these issues during step-by-step reasoning, re-
sulting in more accurate and refined SQL queries. This observation
also aligns with prior research showing that LLMs excel at detecting
and resolving minor errors in predicted SQL queries [22, 58, 70].
Thus, incorporating CoT not only provides detailed solutions but
also enhances the overall quality of the synthetic data.

To enhance the diversity and reliability of synthetic CoT solu-
tions, we generate multiple candidate CoT solutions for each syn-
thetic <database, question, SQL query> triplet. To select the most
reliable CoT solution, we extract SQL queries from these candidates
and perform a majority vote. Specifically, we group candidates
based on the execution results of their SQL queries. The final CoT
solution is selected from the group with the most votes.

4 SYNSQL-2.5M: A MILLION-SCALE DATASET

To demonstrate the effectiveness of our data synthesis framework,
we introduce SynSQL-2.5M —the first million-scale text-to-SQL
dataset, entirely generated automatically by LLMs. SynSQL-2.5M
contains 2,544,390 high-quality text-to-SQL samples, each repre-
sented as a <database, question, SQL query, CoT solution> quadru-
ple. The dataset spans 16,583 synthetic databases across a wide

range of real-world domains, including social media sentiment
analysis, product inventory management, movie analytics, galaxy
morphological analysis, and more.

To mitigate potential bias introduced by the habits of specific
LLMs, we employ multiple LLMs during the data synthesis pro-
cess, with each model responsible for generating a portion of the
data. A key advantage of our framework is its decomposition of the
text-to-SQL data synthesis task into four simple and manageable
sub-tasks. Each sub-task can be effectively handled by relatively
smaller, open-source LLMs, which are locally deployable and cost-
efficient. This design eliminates the need for heavy reliance on
expensive closed-source LLMs, as seen in prior studies [82]. In prac-
tice, we utilize models frommultiple open-source model families, in-
cluding Llama3.1 [16] (Meta-Llama-3.1-8B/70B-Instruct), Deepseek
Coder [9, 26] (DeepSeek-Coder-6.7B/33B-Instruct, DeepSeek-Coder-
V2-Lite-Instruct), Qwen2.5 [81] (Qwen2.5-7B/14B/32B/ 72B-Instruct),
and Qwen2.5 Coder [30] (Qwen2.5-Coder-7B/14B/32B-Instruct).
Larger models are assigned a greater share of the synthesis work-
load to ensure data quality.

To construct SynSQL-2.5M, we sample 0.1% of data from a tabu-
lar corpus, TabLib [17], resulting in approximately 1,319,561 web
tables. Since these tables are sourced from websites, they often
contain incomplete, redundant, or irrelevant content, which could
compromise the quality of synthetic databases. To address this,
we design a systematic filtering pipeline with the following steps:
(1) Language Filtering: Non-English tables are removed to align
with the English benchmarks. (2) Size Filtering: Tables with fewer
than 5 columns or 5 rows are eliminated. (3) Deduplication: Similar
tables are removed based on table headers. (4) Semantic Evaluation:
Qwen2.5-72B-Instruct [81] is used to assess and filter out tables with
insufficient semantic richness. After filtering, 19,935 high-quality
web tables are retained. During the database synthesis process,
16,583 tables are successfully expanded into structurally complete
databases, despite encountering parsing errors in LLM-generated
responses and database creation failures. The initially generated
databases contain an average of 9.15 tables per database and 4.86
columns per table. After enhancement, these averages increase to
10.15 tables and 7.3 columns, respectively, resulting in databases
with real-world complexity. All databases are hosted and managed
using SQLite. In the SQL synthesis phase, we generate 300 SQL
queries for each synthetic database, producing approximately 5
million synthetic SQL queries. After applying quality and diversity
controls, around 2.5 million queries are retained. For the natural
language question and CoT synthesis phase, we sample 8 responses
from LLMs for each input prompt, using a temperature of 0.8.

In this section, we provide a comprehensive statistical analysis
of SynSQL-2.5M, highlighting its quality, diversity, and complex-
ity through comparisons with three widely-used standard datasets
(WikiSQL [92], Spider [87], and BIRD [45]) and two domain-specific
datasets (ScienceBenchmark [88] and EHRSQL [38]). Additionally,
we evaluate the quality of SynSQL-2.5M using the “LLM-as-a-
judger” approach, further underscoring its high overall quality.

4.1 Overall Statistics

Table 1 provides a comparative overview of SynSQL-2.5M and other
text-to-SQL datasets. As the statistics demonstrate, SynSQL-2.5M is
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of OmniSQL. Specifically, the input sequence consists of the data-
base schema and the natural language question. Following previous
studies [65, 82], the database schema is formatted as CREATE TABLE
statements. Additionally, inspired by prior work [43, 70], we enrich
the input with three supplementary elements: column descriptions,
representative values, and question-relevant values, which are in-
cluded as comments for each column.

Specifically, column descriptions assist the LLM in identifying the
correct columns referenced in the question, particularly when col-
umn names are ambiguous (e.g., abbreviations). Representative val-
ues for each column inform the LLM about the format of stored val-
ues, aiding in the use of advanced functions like CONCAT, STRFTIME,
and SUBSTR in the generated SQL query. In practice, we select two
distinct values for each column. Finally, following [43], we extract
question-relevant values from the database, which can help the
LLM to generate accurate predicates, especially when the question
mentions specific database values.

The output sequence is the CoT solution, which includes step-
by-step reasoning process and the final SQL query. However, since
Spider and BIRD only provide gold SQL queries without CoT solu-
tions, we enhance their training sets by synthesizing CoT solutions
using the technique described in Section 3.5.

5.2 Supervised Fine-Tuning

We fine-tune the LLM using a conditional next token prediction
loss, as described in [61]. The loss function is defined as follows:

Loss = −E(𝑥,𝑦)∼𝐷 [∑𝑡 log 𝑃𝜃 (𝑦𝑡 | 𝑥,𝑦<𝑡 )] , (2)

where𝐷 represents the training set, 𝑥 and𝑦 are the input and output
sequences, respectively, 𝜃 denotes the trainable parameters of the
LLM,𝑦𝑡 is the 𝑡-th token in the output sequence, and𝑦<𝑡 represents
all preceding output tokens. OmniSQL is optimized to predict the
CoT solution based on the provided database information and the
corresponding question.

6 EXPERIMENTS

In this section, we comprehensively evaluate the performance of
OmniSQL by comparing it with leading LLMs.

6.1 Experimental Setup

6.1.1 Evaluation Datasets. Standard Benchmarks. Spider [87]
and BIRD [45] are widely used in prior text-to-SQL studies to eval-
uate the cross-domain text-to-SQL capabilities of models. Cross-
domain refers to the fact that the databases in the different data
splits (train/dev/test) have no overlap. For Spider, we use its dev
and test sets, containing 1,034 and 2,147 data samples, respectively.
For BIRD, due to the hidden nature of its test set, we only use its
dev set, which consists of 1,534 data samples.
Challenging Domain-specific Benchmarks. Spider2.0 [39] is
a new challenging benchmark focusing on the real-world enter-
prise text-to-SQL scenario. It contains highly complex SQL queries
(often exceeding 100 lines), extremely long contexts (e.g., large
database schemas and massive external knowledge), and multi-
ple SQL dialects (e.g., BigQuery, Snowflake, SQLite, and DuckDB).
Since SynSQL-2.5M is constructed using the SQLite dialect, we
extract the SQLite portion of Spider2.0 for evaluation, containing

135 data samples. We name this subset as Spider2.0-SQLite10. Ad-
ditionally, ScienceBenchmark [88]11 and EHRSQL [38]12 are two
challenging benchmarks designed to evaluate text-to-SQL models
in professional database domains. Specifically, ScienceBenchmark
includes databases from the domains of research policymaking,
astrophysics, and cancer research. EHRSQL, on the other hand,
focuses on medical text-to-SQL applications. ScienceBenchmark
and EHRSQL contain 299 and 1,008 evaluation samples, respec-
tively. Since OmniSQL does not use any training data from these
domain-specific benchmarks during fine-tuning, this evaluation
can be treated as a zero-shot domain generalization scenario.
Robustness Benchmarks. Spider-DK [20], Spider-Syn [19], and
Spider-Realistic [12] are three widely-adopted robustness bench-
marks. Spider-DK tests the model’s ability to understand implicit
domain knowledge in natural language questions. Spider-Syn and
Spider-Realistic modify questions in Spider’s development set to
replace explicit mentions of column names with their synonyms.
These designs can mimic real-world users’ questions, enabling the
evaluation of model robustness in practical text-to-SQL applica-
tions. Specifically, Spider-DK, Spider-Syn, and Spider-Realistic offer
535, 1,034, and 508 samples for evaluation.

6.1.2 Evaluation Metrics. Following prior work, we use execution
accuracy (EX) [87] and test-suite accuracy (TS) [90] as our evalua-
tion metrics. EX measures whether the predicted SQL queries yield
the same execution results as the gold SQL queries on a single data-
base. TS extends EX’s evaluation to multiple test-suite databases.
Notably, only the Spider (dev), Spider-Syn, and Spider-Realistic
datasets provide test-suite databases; therefore, these datasets are
evaluated using TS, while the others are evaluated using EX. For
both metrics, higher values indicate better performance.

6.1.3 Implementation Details. OmniSQL-7B/14B/32B is built on the
Qwen2.5-Coder-7B/14B/32B-Instruct models, a series of advanced
code language models pre-trained and instruction-tuned on 92 pro-
gramming languages. Specifically, OmniSQL-7B and OmniSQL-14B
are fully fine-tuned, while OmniSQL-32B is fine-tuned using a pa-
rameter efficient technique, low-rank adaptation (LoRA) [27], due
to limited GPU computational resources. For LoRA, we set 𝑟 = 256
and 𝛼 = 512, integrating adapters into the q_proj, k_proj, and
v_proj layers of the model, while keeping the original weights
unchanged. We use the AdamW optimizer [48] with parameters
𝛽1 = 0.9, 𝛽2 = 0.95, and 𝜖 = 10−8 to optimize the training objective.
The peak learning rates are set to 2𝑒−5, 4𝑒−6 and 2𝑒−4 for Om-
niSQL-7B, OmniSQL-14B, and OmniSQL-32B, respectively. We use
a learning rate schedule with a linear warmup for the initial 5% of
training, followed by cosine decay to 10% of the peak rate. In addi-
tion, the batch size, number of epochs, context length, weight decay,
and gradient clipping are uniformly set to 512, 2, 8192, 0.1, and 1.0,

10Our proposed data synthesis method can generate data for most mainstream SQL
dialects (e.g., PostgreSQL, MySQL, SQL Server, BigQuery, etc.) because LLMs largely
have seen these dialects in their pre-training corpora. We select SQLite as the default
for this study because many classical text-to-SQL benchmarks use SQLite to host their
databases, simplifying database deployment.
11The databases provided by ScienceBenchmark are originally hosted in PostgreSQL.
We manually convert them to SQLite to facilitate evaluations.
12Many natural language questions in EHRSQL are unanswerable and several SQL
queries return empty execution results. We remove these data samples from EHRSQL
to ensure a consistent and reliable evaluation.



respectively. To optimize GPU memory usage during training, we
leverage the DeepSpeed-Zero framework [64] with bfloat16 mixed
precision. In practice, training OmniSQL-7B/14B/32B requires ap-
proximately 6, 12, and 20 days, respectively, on a single machine
equipped with 8 NVIDIA A800-SXM4-80GB GPUs. We also pro-
vide LoRA versions of OmniSQL-7B and OmniSQL-14B (referred to
as OmniSQL-7B-LoRA and OmniSQL-14B-LoRA), using the same
LoRA hyperparameters as OmniSQL-32B. This enables a direct
comparison between full and LoRA-based fine-tuning approaches.

6.1.4 Environments. All experiments are conducted on two GPU
servers, each equipped with 8 NVIDIA A800-SXM4-80GB GPUs, an
Intel(R) Xeon(R) Platinum 8336C CPU, and 2TB of RAM. For LLM
training, we utilize PyTorch [3] 2.1.0 and DeepSpeed [64] 0.10.3,
while vLLM [36] 0.6.3 is employed for LLM inference.

6.1.5 Baselines. We compareOmniSQLwith a wide range of LLMs,
including closed-source LLMs such as GPT-4o-mini-2024-07-18 [55],
GPT-4o-2024-11-20 [56], and GPT-4-Turbo-2024-04-09 [54], as well
as open-source LLMs like DeepSeek-V3 [10], DeepSeek Coder [9,
26], Qwen2.5 [81], Qwen2.5 Coder [30], LLama-3.1 [16], Gran-
ite [52], Mixtral [33], OpenCoder [29], and Starcoder2 [49]. These
models span a wide range, from closed-source to open-source, small-
scale (6.7B) to large-scale (671B), general-purpose to code-specific,
and dense architectures to Mixture-of-Expert (MoE) designs. For
closed-source LLMs with undisclosed parameter sizes, their perfor-
mance serves as a point of reference rather than a direct comparison
under controlled parameter size conditions. Additionally, due to
the prohibitively high inference costs, reasoning models such as
OpenAI o1 [32] and DeepSeek-R1 [11] are not considered.

6.1.6 Inference Strategy. During LLM inference, we explore greedy
decoding and sampling. Greedy decoding, with a temperature of
0, ensures deterministic responses. Sampling, at a temperature of
0.8, introduces creativity and diversity, generating 8 candidate re-
sponses per sample. Then, we extract SQL queries from these candi-
dates and perform majority voting based on execution results. The
final response is selected from the group with the most votes.

6.2 Main Results

The evaluation results are shown in Table 4, where “Gre” and “Maj”
denote greedy decoding and majority voting results, respectively.
At each model scale, we compare OmniSQLwith open-source LLMs
of similar or larger size. Our findings are listed as follows:

Synthetic data significantly enhances the basemodel’s text-

to-SQL capabilities. A comparison between the Qwen2.5-Coder
models and OmniSQL demonstrates that fine-tuning with SynSQL-
2.5M leads to improved performance across most datasets. Specifi-
cally, under the greedy decoding strategy, OmniSQL-7B achieves
an average improvement of +8.4% (from 52.8% to 61.2%) over its
base model, Qwen2.5-Coder-7B-Instruct. Similarly, OmniSQL-14B
and OmniSQL-32B show average improvements of 2.9% (from 59.3%
to 62.2%) and 2.4% (from 60.8% to 63.2%) over their base models,
Qwen2.5-Coder-14B-Instruct and Qwen2.5-Coder-32B-Instruct, re-
spectively. Notably, OmniSQL-7B sets a new standard for 7B-scale
LLMs in this domain. Furthermore, OmniSQL-14B and OmniSQL-
32B represent the new state-of-the-art text-to-SQL capabilities.

OmniSQL consistently demonstrates leading performance

on standard benchmarks, including Spider (dev), Spider (test),

and BIRD (dev). Notably, OmniSQL-7B model attains an accuracy
of 87.9% (greedy decoding) on Spider’s test set, surpassing the best
publicly available method on Spider’s leaderboard13, DAIL-SQL +
GPT-4 + Self-Consistency (86.6%) [21], by 1.3%. Additionally, by
employing a simple majority voting strategy, OmniSQL’s perfor-
mance on the Spider test set improves to 88.9%, 88.3%, and 89.8%
for the 7B, 14B, and 32B model scales, respectively. In addition, we
observe that increasing the model scale does not yield consistent
performance gains on Spider. This is likely due to Spider being
a relatively simple benchmark, where smaller-scale but powerful
models already achieve near-optimal performance. In contrast, as
BIRD is more challenging than Spider, we can observe slight perfor-
mance improvements as the scale of OmniSQL increases. Notable,
OmniSQL-32B achieves 67.0% (major voting) accuracy on BIRD’s
development set, making it competitive with Distillery + GPT-4o
(67.2%) [51], which fine-tunes GPT-4o on BIRD’s training set.

OmniSQL demonstrates exceptional domain generaliza-

tion capabilities on domain-specific benchmarks, including

Spider2.0-SQLite, EHRSQL, and ScienceBenchmark. On the
most challenging benchmark, Spider2.0-SQLite, despite having lim-
ited model parameters, OmniSQL still shows comparable accuracy
to much larger models. Notably, for 7B-scale baseline LLMs, their
accuracy is only in the range from 0.7% to 3.7%, while OmniSQL-7B
achieves 10.4% (greedy decoding) accuracy, underscoring the po-
tential of smaller models to handle complex text-to-SQL problems.
Then, on EHRSQL and ScienceBenchmark, OmniSQL consistently
outperforms similar scale competitors andmatches the performance
of leading LLMs. Remarkably, on EHRSQL, which involves medical
domain databases, OmniSQL-32B achieves the best performance,
46.8% (major voting), outperforming GPT-4o (45.5% in major vot-
ing) by 1.3%. These results underscore OmniSQL’s capability to
generalize effectively across professional domain databases with-
out necessitating extensive domain-specific fine-tuning.

Interestingly, some open-source LLMs (e.g., Qwen2.5-Coder-32B-
Instruct and Meta-Llama-3.1-70B-Instruct) significantly outperform
closed-source LLMs on standard datasets. However, their perfor-
mance advantage diminishes on domain-specific datasets. This is
likely because these open-source models incorporated the training
sets of popular text-to-SQL benchmarks (e.g., Spider and BIRD)
during pre-training or fine-tuning. While this enables strong per-
formance on familiar datasets, their effectiveness decreases when
encountering out-of-domain datasets. In contrast,OmniSQL demon-
strates consistently strong performance, excelling on both standard
and domain-specific benchmarks.

OmniSQL demonstrates strong robustness on Spider-DK,

Spider-Syn, and Spider-Realistic. On Spider-Syn and Spider-
Realistic, OmniSQL outperforms baselines in most cases, demon-
strating robustness to synonym substitution—crucial for real-world
scenarios where users may use similar terms for tables or columns.
However, on Spider-DK, we note that OmniSQL-14B and OmniSQL-
32B underperform compared to their base models (i.e., Qwen2.5
Coder) on Spider-DK. We attribute this to the fact that Spider-DK

13Spider’s leaderboard can be found at https://yale-lily.github.io/spider. The top-ranked
method, MiniSeek, is excluded from comparisons as it is not publicly available.

https://yale-lily.github.io/spider


Table 4: Main results on 9 datasets (%). The best results are highlighted in bold. “DSC” is the abbreviation of “DeepSeek-Coder”.

LLM
Spider Spider BIRD Spider2.0- Science

EHRSQL
Spider- Spider- Spider-

Average
(dev) (test) (dev) SQLite Benchmark DK Syn Realistic

Gre Maj Gre Maj Gre Maj Gre Maj Gre Maj Gre Maj Gre Maj Gre Maj Gre Maj Gre Maj

Closed-source LLMs (as a reference)

GPT-4o-mini 70.4 71.0 82.4 83.7 58.8 61.5 5.9 7.4 51.8 52.5 37.9 43.1 73.3 74.4 60.5 61.6 64.4 66.7 56.2 58.0
GPT-4-Turbo 72.4 72.2 83.4 84.2 62.0 63.6 11.9 11.9 59.2 59.5 43.1 44.8 72.3 72.1 62.9 63.5 67.5 68.3 59.4 60.0
GPT-4o 70.9 70.7 83.2 84.9 61.9 64.0 14.8 15.6 55.5 56.2 44.9 45.5 72.9 73.5 59.6 62.3 66.5 66.7 58.9 59.9

Open-source LLMs (~7B)

DSC-6.7B-Instruct 63.2 63.2 70.5 73.2 43.1 48.0 3.0 3.7 40.8 45.5 28.6 33.9 60.9 64.1 49.9 51.7 58.7 58.9 46.5 49.1
Qwen2.5-Coder-7B-Instruct 73.4 77.1 82.2 85.6 50.9 61.3 1.5 2.2 45.2 51.2 24.3 36.9 67.5 73.6 63.1 66.9 66.7 70.5 52.8 58.4
Qwen2.5-7B-Instruct 65.4 68.9 76.8 82.6 46.9 56.4 1.5 1.5 38.5 47.5 20.9 32.1 63.7 71.8 54.2 60.0 56.7 63.6 47.2 53.8
OpenCoder-8B-Instruct 59.5 59.5 68.3 70.1 37.5 45.3 0.7 0.7 39.8 45.5 21.9 29.9 62.6 64.7 46.0 46.1 49.0 49.4 42.8 45.7
Meta-Llama-3.1-8B-Instruct 61.8 67.7 72.2 78.5 42.0 53.1 3.0 2.2 36.8 43.1 24.6 33.7 62.6 69.9 53.1 59.3 57.5 61.0 46.0 52.1
Granite-8B-Code-Instruct 58.5 59.2 64.9 68.6 27.6 32.5 0.7 0.7 29.4 31.4 16.0 22.6 50.7 54.4 45.0 46.8 48.8 49.4 38.0 40.6
Granite-3.1-8B-Instruct 58.3 65.0 69.8 75.3 36.0 47.2 1.5 1.5 36.8 47.5 19.6 32.3 60.0 66.5 47.7 53.8 46.5 57.1 41.8 49.6

OmniSQL-7B-LoRA 79.9 79.3 85.6 87.1 61.5 66.6 8.9 10.4 50.2 53.8 39.4 45.6 74.2 76.6 66.2 68.6 76.0 75.2 60.2 62.6
OmniSQL-7B 81.2 81.6 87.9 88.9 63.9 66.1 10.4 10.4 50.2 55.9 34.9 40.0 76.1 77.8 69.7 69.6 76.2 78.0 61.2 63.1

Open-source LLMs (14B-32B)

Qwen2.5-Coder-14B-Instruct 78.1 80.6 86.6 88.0 61.5 66.1 5.9 4.4 52.2 54.2 31.6 35.5 73.6 77.8 68.2 69.3 76.2 74.2 59.3 61.1
Qwen2.5-14B-Instruct 66.5 69.7 82.0 84.0 56.7 62.1 5.2 10.4 51.2 56.2 28.8 35.2 72.3 74.0 58.1 60.7 62.4 65.2 53.7 57.5
Starcoder2-15B-Instruct 65.8 67.6 73.0 74.0 38.5 42.6 0.7 3.0 25.8 29.8 16.8 22.6 66.5 68.2 49.4 52.4 56.7 61.0 43.7 46.8
DSC-V2-Lite-In. (16B, MoE) 68.0 70.0 77.9 79.6 44.6 51.8 3.0 5.2 39.1 45.8 23.9 32.4 63.7 67.5 55.6 57.9 61.8 64.0 48.6 52.7
Granite-20B-Code-Instruct 65.7 63.6 74.1 72.9 34.0 40.5 0.0 0.0 37.5 40.1 23.5 26.9 62.2 63.9 52.3 54.3 55.7 56.3 45.0 46.5
Codestral-22B 66.7 67.5 78.6 81.0 52.7 56.8 5.2 5.9 48.5 54.2 37.8 40.4 69.9 72.7 55.2 59.4 62.6 64.8 53.0 55.9

OmniSQL-14B-LoRA 80.9 80.9 88.0 87.8 63.6 65.6 11.1 11.9 58.5 55.2 38.6 44.4 76.4 76.8 70.7 72.1 77.0 79.1 62.8 63.8
OmniSQL-14B 81.4 82.0 88.3 88.3 64.2 65.9 10.4 13.3 56.9 56.9 39.9 43.6 72.9 74.8 69.0 72.0 76.4 78.5 62.2 63.9

Open-source LLMs (≥ 32B)

Qwen2.5-Coder-32B-Instruct 77.7 77.9 87.5 88.0 64.5 67.0 5.9 11.9 54.8 56.5 36.4 43.3 78.3 78.1 69.9 70.5 72.4 74.8 60.8 63.1
Qwen2.5-32B-Instruct 71.9 73.6 84.9 86.1 62.0 64.7 7.4 8.9 50.5 54.5 33.6 41.4 73.1 76.1 64.0 66.0 66.5 68.1 57.1 59.9
DSC-33B-Instruct 66.0 68.5 74.3 76.5 49.2 55.9 7.4 4.4 44.5 52.2 31.4 35.4 69.0 71.4 53.5 57.4 59.1 63.2 50.5 53.9
Granite-34B-Code-Instruct 69.9 70.0 74.4 77.0 33.8 41.3 0.7 1.5 40.1 40.1 23.8 29.9 64.7 70.7 55.6 59.8 60.0 59.6 47.0 50.0
Mixtral-8x7B-In. (47B, MoE) 54.4 59.0 67.8 74.1 35.3 42.9 2.2 2.2 29.4 34.8 21.5 31.4 55.3 60.4 42.1 48.8 48.0 53.3 39.6 45.2
Meta-Llama-3.1-70B-Instruct 72.3 71.0 84.3 85.9 65.1 67.4 3.0 3.7 55.2 56.2 37.4 41.4 75.1 78.1 61.7 63.1 64.0 65.6 57.6 59.2
Qwen2.5-72B-Instruct 73.9 72.1 84.0 85.7 60.3 63.6 9.6 14.8 52.8 58.2 35.0 41.2 76.4 77.6 64.1 64.3 70.1 68.5 58.5 60.7
DeepSeek-V3 (671B, MoE) 73.1 73.5 85.5 85.8 63.2 63.8 12.6 15.6 56.2 57.9 43.2 43.5 72.9 73.8 64.4 65.1 67.9 66.9 59.9 60.7

OmniSQL-32B 80.9 80.9 87.6 89.8 64.5 67.0 11.9 13.3 57.2 58.5 42.4 46.8 76.1 77.6 69.7 72.1 78.1 77.2 63.2 64.8

Table 5: Results of ablation studies (%). All scores are reported under greedy decoding. FT means “fine-tuning”.

Spider Spider BIRD Spider2.0- Science
EHRSQL

Spider- Spider- Spider-

(dev) (test) (dev) SQLite Benchmark DK Syn Realistic

Qwen2.5-Coder-7B-Instruct (base model) 73.4 82.2 50.9 1.5 45.2 24.3 67.5 63.1 66.7

FT w/ SynSQL-2.5M 74.6 83.5 59.9 9.6 48.5 37.2 71.6 61.6 70.3
FT w/ CoT-enhanced Spider + BIRD 80.3 86.6 59.6 5.9 49.5 26.0 72.0 70.0 76.4

FT w/ original Spider + BIRD 76.9 80.7 55.1 3.0 43.8 31.4 65.8 65.9 71.9
FT w/ SynSQL-2.5M + CoT-enhanced Spider + BIRD (OmniSQL-7B) 81.2 87.9 63.9 10.4 50.2 34.9 76.1 69.7 76.2

requires the text-to-SQL model to have a deep understanding of
implicit knowledge (e.g., commonsense knowledge) hidden in the
questions. The base models, trained on extensive corpora, likely
possess a stronger foundation in such knowledge, enabling them
to perform better on Spider-DK. These findings provide valuable
insights for further refining our data synthesis framework. For ex-
ample, we could introduce a new language style to guide the LLM in
synthesizing questions that incorporate commonsense knowledge.

Smaller models benefit more from full fine-tuning, while

LoRA is sufficient for larger models. For the 7B model, full
fine-tuning (OmniSQL-7B) outperforms the LoRA-based version
(OmniSQL-7B-LoRA) in most cases. However, this advantage be-
comes less pronounced with larger models (see OmniSQL-14B vs.
OmniSQL-14B-LoRA). We hypothesize that larger models possess

stronger inherent capabilities, so updating only a subset of parame-
ters with LoRA is sufficient for effective adaptation and may also
help mitigate overfitting compared to full fine-tuning.

Finally, it is important to note that OmniSQL’s performance
can be further enhanced by incorporating additional text-to-SQL
techniques, such as question rephrasing [41], schema linking [42,
59], SQL revision [22, 70], and SQL selection [37, 58]. Recent open-
source text-to-SQL frameworks like CHASE-SQL [58] and Alpha-
SQL [41] leverage multi-stage pipelines and integrate a range of
such techniques. In contrast, our work isolates and evaluates the
core text-to-SQL capability of a single LLM in a single-step inference
setup. To ensure fair evaluation, we focus on this setting and do
not compare OmniSQL directly with multi-stage frameworks.
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